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Introduction

The intent of this paper is to present a brief overview of the Ordnance Information Systems (OIS), the legacy systems that will be reengineered and integrated to OIS, and the approach for integrating the legacy systems having different security classifications into a single integrated system.

Throughout this paper the term “low” and “high” side are used synonymously with “unclassified” and “classified” side respectively.  This term refers to the physical location and security classification within the OIS systems and network infrastructure.

Background
The Ordnance Information Systems (OIS) is an integration of ordnance logistics systems used by Navy and Marine Corps for ordnance asset management and accountability.  The OIS is comprised of integrated applications and distributed databases providing controlled global access.  A single action results in system wide update.

The OIS is a major initiative that will provide a modern AIS to support the ammunition management community’s current ammunition management business processes and operations, while reducing the ammunition management costs and risks realized from inefficiencies in inventory accuracy, visibility, and traceability.

The following are a brief description of the legacy systems that shall be reverse, forward engineered and integrated in the OIS:

OIS Sensitive but Unclassified (SBU) systems:

a. Retail Ordnance Logistics Management System (ROLMS), used to receive, maintain, and issue conventional ordnance at the retail level in support of ordnance management activities.

b. Receipt, Segregation, Storage and Issue (RSSI), used to simulate the tonnage of ammunition handled by ordnance activities and the flow required in support of fleet operations.

c. Ammunition Disposal Inventory Management System (ADIMS), used to support the inventory management functions for the worldwide management and control of non-nuclear ordnance material authorized for demilitarization and shipped to a Navy Demilitarization Special Defense Property Disposal Account

d. Defense Transportation Tracking System (DTTS), used to monitor the transport of ammunition assets to and from geographical locations.
e. Marine Corps Ammunition Accounting/Reporting System (MAARS), used to support Inventory Control Point (ICP) functions for worldwide management and control of Marine Corps-owned ammunition assets.

f. Naval Asset Utilization Tracking Inventory Logistics User-friendly System (NAUTILUS), used to project weapon system supply support, replenishment and maintenance budget requirements.

g. Service-Wide Transportation (SWT), used to automate the development of actual and projected budget tracking charts for tonnage and traffic management
OIS Classified (Secret) systems:

a. Conventional Ammunition Integrated Management System (CAIMS), used to support the inventory management functions required for the worldwide management and control of non-nuclear ordnance materiel.

b. Tomahawk Asset Inventory Management System (TAIMS), used to maintain, provide total asset visibility, and ensure data accuracy of Tomahawk transactions received from the CAIMS.

c. Load Plan, used to plan and report worldwide space utilization and capabilities of Navy and Marine Corps ammunition storage facilities.
d. Global Naval Ordnance Positioning Plan (GNOPP), used to provide available positioning quantities of naval ordnance and daily deficits of naval ordnance for one or more given scenarios.

e. Naval Ordnance Asset Visibility System (OrdVis), used to geographically locate ordnance, ships, fleets, and battle groups associated with specific ammunition items.

f. Ordnance Data Warehouse (ODW), used to store official reports and data files, and to facilitate the re-use of existing ordnance summary data.
g. Ordnance Asset Portfolio (OAP), used to create a series of assessment displays that provide statistics regarding data integrity, readiness, and other stockpile profiles.

OIS Systems Architecture

The OIS enterprise is a single logical system with physically distributed components.  OIS is a web-enabled system, where the main entry to the application is though a web portal, requiring a minimum of a web browser, network connectivity and an account from its clients.  OIS users will be required to have a username and password to authenticate and be authorized access to the system.  OIS will support the DOD PKI for authentication and authorization of users and external interface.

OIS Network

The unclassified network for OIS shall be the Non-classified Internet Protocol Router Network (NIPRNET).  The classified network for OIS shall be the Secret Internet Protocol Router Network (SIPRNET). 

The OIS users, applications and data shall be compartmentalized based on the classification of data and information that may be derived.  The OIS unclassified applications are deployed on the NIPRNET.  The OIS database required by the unclassified application and storing unclassified data shall be deployed on the NIPRNET.  The OIS classified applications are deployed on the SIPRNET and may only be accessed through the SIPRNET.  The OIS database required by the classified application and storing classified data shall be deployed on the classified network.  SIPRNET users must comply with SIPRNET connection rules from their point of entry to the SIPRNET.  An authorized SIPRNET user requiring access to the OIS will have to submit a formal application for OIS user access. 

OIS Multi-tier Architecture

The OIS architecture is multi-tier and distributed.  From the user’s perspective, OIS is a single system, having a single point of entry and single credentials required to access the system and its subsystems.  The OIS users will use the OIS portal as their main point of entry to the applications within.  This portal will be tailored depending on their needs and security credentials. OIS users access the system at the presentation tier.  Business logic in the applications resides at the application tier and the data resides at the data tier.  Special servers supporting a unique function in support of the enterprise are deployed within the application tier.  The backend of most of these applications is the data tier where the data resides.  The database shall be reengineered to consolidate all data elements required by the integrated applications.  The OIS shall have a single logical database design and shall be physically deployed on both the classified and unclassified side.  The database on the unclassified side shall be deployed without the classified tables, data or logic.

The point of entry to the OIS in the unclassified side is through the OIS portal at the following URL:  http://www.ois.disa.mil.

The point of entry to the OIS in the classified side is through the OIS portal at the following URL:  http://www.ois.disa.smil.mil.

OIS Client Environment

OIS clients are required to have an IT-21 compliant PC, with a web browser (Netscape Communicator 4+or Microsoft Internet Explorer 5+).  An Acrobat Reader is required to access reports generated in PDF format.  Acrobat Reader and other web browser plug-in that may be required shall be made available at the OIS portal for download to the client’s PC.

OIS unclassified systems are accessible through the NIPRNET.  OIS classified systems are accessible only through the SIPRNET. 

OIS Single Sign-on and Authentication

Authorized users shall request and acquire an account to access to OIS.  Access to OIS and its subsystems will be limited on need to know basis.  There shall be standard procedures for requisition, verification, authorization and implementation of accounts.  An account shall be composed of a username and password.  The OIS shall maintain a directory service as a repository for user’s credential and all other objects within the enterprise.  As the DOD Public Key Infrastructure (PKI) matures and fully implemented, each account will be assigned a private-public key pair for authentication in a PKI.

A user logging in to the OIS portal shall be authenticated and authorized, access to the rest of the applications shall depend on the user’s authority as previously defined and approved.  Once authenticated, authorized and with their credentials established, users will not be challenged as they navigate from one application to another within OIS.

OIS Site Redundancy

The main OIS servers will be hosted at the DISA Defense Enterprise Computing Center in Mechanicsburg, PA.  A redundant OIS server site will be on the NALC facility at the Naval Weapons Station in Yorktown, VA.

OIS Enclave and Zone Protection

DISA DECC shall provide zone 4 (DISN) and zone 3 (DECC Intranet) protection.  The OIS zone protection shall cover zone 2 (OIS LAN) and zone 1 (host based) protection.  Power requirements and physical security requirements shall be provided by the DISA DECC.

At the redundant site, NMCI shall provide zone 4 and zone 3 (NWS Intranet) protection.  The OIS zone protection shall cover zone 2 (OIS LAN) and zone 1 (host based) protection.  Power requirements and physical security requirements shall be provided at the NALC facility in Yorktown.

The OIS Systems Architecture

The figure below shows the OIS systems architecture and network infrastructure.  Depicted are the two main networks having two different security classifications where OIS is deployed and accessible.  The server sites are redundant for increased availability and provide for redundancy.  The servers shown are the main server functions supporting the OIS.  These servers may be replicated to offer high availability, scalability and support for load balancing.  OIS authorized users access may be through the classified or unclassified network depending on what applications they require.
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OIS Multi-Level Security Infrastructure

OIS shall be deployed on a multi-level security (MLS) infrastructure to support the compartmentalization of user accesses, applications and data.  This will allow for the deployment of existing unclassified systems on the unclassified network and classified systems on the classified network

OIS Workstations

Authorized OIS users may access OIS’s unclassified systems through a workstation with connectivity to the NIPRNET.  The OIS classified systems may be accessed by authorized users only through a SIPRNET workstation.

The figure below shows the five possible client workstation configurations.  A user requiring access to the classified side of OIS will have to conform to the SIPRNET network connectivity rules as well as its physical security requirements.  A user may require any of these configurations to suite their needs in obtaining the best support for their respective missions.
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OIS Servers

The OIS multi-level architecture leads to the deployment of a separate data server, application server, and yet another application server dedicated to directory and security services.  The directory and security service must be its own entity, as it requires and has special security requirements. Deploying on the OIS environment requires two separate databases, and application servers (including the directory/security server).

An unclassified database will be deployed and maintained in the unclassified side.  This will serve as the database server for the unclassified subsystems of OIS.  A similar database will be deployed on the classified side, which will contain all the classified tables for the classified subsystems of OIS.  The classified side database may contain both classified and unclassified tables.  The same applies to the application servers.

The figure below shows a physical representation of data locations and their security classification in the OIS architecture.  The low side database will contain only unclassified data and not classified data may be derived from a combination of the data it stores.  The high side database may contain both classified and unclassified data.
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The classified side database shall contain an image or replica of the unclassified database table or views.  Classified tables for referential integrity can refer to this unclassified table.  Unclassified tables required by application on both the unclassified and classified side may be replicated on both sides. This will require data replication traffic on the HAG going from low-to-high and high-to-low.

Partial content of an unclassified master table in the form of a view may require replication to the high side.  This will require data replication traffic from low-to-high. 

An unclassified view generated from classified master table or tables on the high side may require replication to the low side.  This will require data replication traffic from the high side to the low side and special attention to the sanitation and declassification of data.

The figure below shows the five (5) possible logical data location and its replication requirements using a HAG to satisfy the OIS applications data requirements and classification in a multi-level security infrastructure.
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The Unclassified Network to Classified Network Bridge

The use of a High Assurance Guard (HAG) approved by the DISA DISN Defense Security Accreditation Work Group (DSWAG) to bridge the NIPRNET and SIPRNET is required to accomplish transfer of information from the low side (unclassified) to the high side (classified) and satisfy the OIS multi-level security infrastructure requirement.  A conditional data movement from the high side to the low side had been identified as a required functionality that the HAG development needs to satisfy.  The HAG shall be designed and accredited for the OIS specific security requirements and shall comply to Secret and Below Interoperability (SABI) rules.  The certification and accreditation process shall be in accordance with the DOD Information Technology Security Certification and Accreditation Process (DITSCAP) through the Defense Security Accreditation Work Group (DSAWG).

The HAG will provide the mechanism and physical connectivity to allow for the transfer of data from the low side to the high side and a conditional data movement from high to low between two known servers in an isolated network segment.  The direction of data movement, the type of data, data structure, hardware and software configuration of the HAG is under configuration control and may only be modified with approval from DISA and the Defense Security Accreditation Work Group (DSAWG).

The main purpose of the HAG in the OIS environment is to synchronize replicated data required by applications running on a compartmentalized network, with main emphasis of not violating any data security requirements.

There are two types of HAG configuration that will be considered to satisfy OIS requirements.

“Store and forward” file-based HAG

This approach will allow data replication between databases of different security classification via text file transfer.  This will require software to be developed on the source database to trap an event, generate and package the data to be replicated before it can be sent to for processing by the HAG.  The reverse is required on the receiving side of the HAG, a process needs to be generated for monitoring incoming files, process the file and extract the data, apply it as replication to the target database.

The file transfer in HAG can incur a latency that may take several minutes.  Consequently, transaction management must be incorporated and developed for this process.

The figure below shows a diagram depicting the flow of events when replicating an unclassified view to the high side. In this case the event that will initiate the replication is an update to the table or tables that makes up the view that requires replication to the high side.
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The figure below shows a diagram depicting the flow of events when replicating an unclassified view of a classified table.  In this case the event that will initiate the replication is an update to the table or tables in the high side that makes up the view that requires replication to the low side.
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Socket based HAG

This approach uses TCP/IP sockets as a mechanism for data transfer.  The HAG will provide a tunnel allowing for socket communication between the low and high side.

This will eliminate the need to develop special software on the sending and receiving side the database, as the replication functionality is going to be handled by the database native replication functionality.  The database management system is responsible for guaranteeing the ACID’ity of the transaction. The ACID properties are four critical properties of a transaction in a distributed environment (Atomic – execute completely or not at all, Consistent – preserve the internal consistency of the database, Isolate – execute alone with no other transaction, Durable – results are permanent and not lost in a failure) 

This approach will also eliminate the delay latency of file transfer.
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HAG Implementation

NALC’s objective is to implement a HAG to allow for data replication between the database on the NIPRNET and a database on the SIPRNET.

Our ultimate goal is to implement a “socket-based” HAG as it will provide better performance, and high data integrity. The “file transfer” HAG will satisfy the OIS requirements if it takes less time to develop, certified and accredited with DSAWG, then plan to develop and deploy the “socket-based” HAG in the long term.  The OIS requires that delay latency of data replication be no more than three (3) minutes.
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